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Abstract: Resource management is a crucial area of research since the emergence of large-scale computing 

environments. The user’s satisfaction these computing systems depends on the efficiency of resource provisioning. 

Request Schedulingis a key component of resource provisioning and management. Continuously improving the 

efficiency of request schedulingprinciples significantly enhances the performance of these systems.  A detailed survey 

of literature presented in this paper helps to understand the course of research in this area. 
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I. INTRODUCTION 

 

Various scheduling techniques have been designed and 

adopted in different domains of interest in distributed 

systems. The contributions were designed based on 

popular existing models as well as by making suitable 

changes to extend the existing ones.  

 

The following literature survey presents the contributions 

that are influential for the research works based on design, 

principles, parameters, metrics, and interfaces.  

 

II. SCHEDULING PRINCIPLES IN CLIENT/ 

SERVER SYSTEMS 

 

In random allocation principle [1], the requests are 

assigned to any server picked randomly among the group 

of servers. In such a case, one of the servers may be 

assigned with more requests while the other servers 

remain idle. However, on an average, each server gets its 

share of the load by random selection.  

 

In round-robin principle [2,3], the scheduler assigns the 

requests to a list of the servers on a circular basis. The first 

request is allocated to a server picked randomly from the 

group so that if more than one scheduler arrives 

simultaneously, not all of these requests go to the same 

server. For the subsequent requests, the scheduler follows 

the circular order to redirect the request. Once a server is 

assigned a request, the server is moved to the end of the 

list.  This keeps the servers equally assigned.   

 

Weighted round-robin principle [4] eliminates the 

deficiency of the plain round- robin principle. In a 

weighted round-robin, one can assign a weight to each 

server in the group so that if one server is capable of 

handling twice as much load as the other, the powerful 

server gets a weight of 2. 

 

In such cases, the scheduler will assign two requests to the 

powerful server for each request assigned to the lower one. 

III.  SCHEDULING PRINCIPLES IN PEER-TO-PEER 

SYSTEMS 

 

ID management technique [5] is a greedy distribution 

principle that directs joining peers to a highly frequented 

region of the ID space. It is based on the principle that 

peers responsible for these regions are most likely to be 

overloaded. To identify these highly-frequented regions, 

the statistics on the utilization of the peers’ overlay links 

during the regular operation of the Peer-to-Peer network 

has been collected.  

 

In Intra-cluster principle [5], the cluster leader receives the 

information periodically regarding the loads and available 

disk space of the peers. Based on the load, the cluster 

leader creates a sorted list of the peers such that the first 

element of the list is the heavily loaded peer. Periodically, 

the cluster leader checks for any load imbalance due to 

any peer joining/leaving the system. Inter-cluster principle 

manages this hotspot imbalance of load by replicating the 

hot data from the first peer in the list to the last peer and 

the second peer to the second last peer and so on [6-8]. If 

the load difference between the peers exceeds a pre-

specified threshold, then the data will be replicated.  

 

Dynamic structured P2P Systems with Directories [9] 

stores the load information of the peer nodes in a number 

of directories which periodically schedule reassignments 

of virtual servers to achieve better balance. Each directory 

has an ID known to all nodes and is stored in a node 

responsible for that ID. Each directory collects load and 

capacity information from nodes of its peer. When node’s 

utilization jumps above a parameterized threshold, it 

immediately reports to the directory which it has contacted 

recently. It then schedules immediately transferring from 

the current node to the lightly loaded nodes. 

 

IV. SCHEDULING PRINCIPLES IN GRIDSYSTEMS 

 

Fuzzy based scheduling principle [10] is based on the 

fuzzy logic, which is a multivalued logic control and the 
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rules are in the form of fuzzy conditional statements. The 

mapping of input to output is provided by Fuzzy Inference 

System (FIS). The advantage using fuzzy-based approach 

is that it detects the imbalance between nodes and avoids 

the unnecessary load. Fuzzy-based load balancing analyses 

information passed from the load monitor and then make a 

decision. It uses a domain expert’s knowledge for the 

creation of rule base.  
 

Genetic Algorithm [11] based approach starts with a 

randomly generated initial population called a 

chromosome. Solutions from one population are taken and 

used to form a new population. After several generations, 

final solution or optimal solution is generated. Three basic 

operations used in GA are selection, crossover, and 

mutation. In Agent-based approach [12], a centralized 

control mechanism is used by the agent. An agent searches 

the suitable node for the execution of the job. A system 

with multiple agents dispatches the agents to multiple 

nodes to execute the service. All agents have prior 

knowledge about other agents. Whenever an agent 

receives a job, it connects with the other agents to 

determine the job execution time.  
 

The Hybrid approach [13] maintains the status of each 

node as idle or busy. To effectively utilize the participant 

node and the overall system, a hybrid approach is 

beneficial. In the static approach, there is no need for 

continuous collection of system information. In other 

hand, dynamic approach assigns a task to the appropriate 

node based on continuous monitoring of system 

information. Policy-based approach [14] handles different 

computation time of a job on various nodes. The initial 

execution time of a job is set to the mean value. This value 

is taken by using the different time values on a set of 

available nodes. When the algorithm changes its 

scheduling decision mean time, it is updated using 

iterative scheduling approach. History based approach [15] 

estimates the start time for the job and then allocates it to 

the appropriate server. The estimation of the start time is 

done using execution history. The scheduler contains 

various modules such as resource select, reservation map, 

and information service.  

 

V. SCHEDULING PRINCIPLES IN 

CLOUDSYSTEMS 

 

Randomized algorithm [16] is static in nature. In this 

algorithm, a request can be handled by a particular server 

n with a probability p. The process allocation order is 

maintained for each processor independent of allocation 

from the remote processor. This algorithm works well if 

the processes are equally loaded. However, the problem 

arises when loads are of different computational 

complexities. The randomized algorithm does not maintain 

deterministic approach. It works well when the round-

robin principle generates overhead for process queue. 
 

In Round-robin principle [17], the processes are divided 

between all nodes. Each request is assigned to the node in 

a round-robin order. The process allocation order is 

maintained locally independent of the allocations from 

remote processors. Though the workload distributions 

between processors are equal, the job processing times for 

different processes are not same. So at any point of time, 

some nodes may be heavily loaded and while others 

remain idle. This principle is used in web server. Round-

robin principle is presented as follows: 

 

Procedure Round-Robin(N, R) 

/* N – Number of VMs; R – Requests; */ 

Output: Request assignment 

1. repeat 

2. maintain an index of VMs and the state of the VMs 

(busy/available). At the start, all VMs have zero 

allocation. 

3. receive the users’ requests. 

4. store the arrival time and burst time of the user requests. 

5. allocate to VMs on the basis of their states known from 

the VM queue. 

6. allocate the time quantum for user request execution. 

7. decide the scheduling order. 

8. de-allocate the VMs after the execution of requests.  

9. until all the requests are served; 

 

The service scheduling schemes are modelled using a 

queuing game model [18] which is used in software as a 

service (SaaS) Cloud model. The objective is to maximize 

the Cloud Computing Platform’s (CCP) payoff by 

controlling the service requests, whether to join or balk, 

and controlling the value of the CCP.  
 

In Honey bee behaviour inspired load balancing technique 

[19], the current workload of the Virtual Machine (VM) is 

calculated to decide the VM states namely over-loaded, 

under-loaded or balanced. According to the current load of 

VM, they are grouped. The priority of the request is taken 

into consideration only after removing the requests waiting 

in the overloaded VM. The requests are then scheduled to 

the lightly loaded VM.  
 

The Ant colony optimization approach [20] is aimed to 

provide efficient distribution of workload among the 

nodes. When a request is initialized, the ant starts moving 

towards the source of food from the head node. The 

unprocessed request keeps a record of every node it visited 

and records their data for future decision making. A 

scheduling principle is then developed based on the 

sociological justice distribution theory - Berg model [21]. 

This algorithm adopts the commercialization and 

virtualization features of Cloud computing differing from 

the traditional job scheduling algorithm's character by 

focusing on efficiency and establishes dual fairness 

constraints under the Cloud environment.  
 

A dynamic priority parallel job scheduler [22] allows users 

to control their allocated capacity by adjusting their 

spending over time. This mechanism allows the scheduler 

to make more efficient decisions about the jobs and users 

priorities. It gives users the tool to optimize and customize 
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their allocations to fit the importance and requirements of 

their jobs. The designed principle of priority based job 

scheduling algorithm [23] is used in Cloud environment. It 

uses multiple criteria decision making model - Analytical 

Hierarchy Process. 
 

User-priority guided Min-Min scheduling algorithm [24] 

accommodates the demands of different users by 

delivering the services at different levels of quality.  

Therefore, the user gets guarantee for the service that he 

sought for. Dynamic balancing algorithm [25] maintains 

the requests in a queue to a computing node based on the 

capacity of the machine. Dynamic Round-Robin (DRR) 

algorithm [26] schedules the energy-aware virtual 

machines based on the power save strategy which yields 

better results compared to greedy and round-robin 

principles. 
 

Throttled load balancing algorithm [27] is implemented 

with a Throttled Load Balancer (TLB) to monitor the loads 

on each VM. TLB ensures only a pre-defined number of 

Internet Cloudlets are allocated to a single VM at any 

given time. If more request groups are present than the 

number of available VM’s at a data center, some of the 

requests will have to be queued until the next VM 

becomes available. Throttled principle is presented as 

follows: 

 

Procedure Throttled(N, R) 

/* N – Number of VMs; R – Requests; */ 

Output: Request assignment 

1. repeat 

2. maintain an index table of VMs and the state of the VM 

(Busy / Available). At the start, all VM’s are available; 

3. receive a new request; 

4. query for the next allocation with resource pool; 

5. parse the allocation table from the top until the first 

available VM is found or the table is parsed completely; 

6. if VM found then 

7. return the VM ID to the controller; 

8. send the request to the VM identified by that ID; 

9. notify the new allocation; 

10. update the allocation table accordingly; 

11. else 

12. append the request in the Queue; 

13. de-allocate the VM when the VM finishes processing 

the request; 

14. until all the requests are served; 

 

Equally spread current execution principle [28] handles 

the requests with priorities. It distributes the load 

randomly by checking the size and transfers the load to 

those virtual machines which are lightly loaded to 

maximize throughput. It is spread spectrum technique in 

which the load balancer spreads the load of the job in hand 

into multiple virtual machines. 
 

Least connection principle [29] is a dynamic scheduling 

principle which counts the number of connections for each 

server dynamically to estimate the load. The load balancer 

records the connection number for each server. The 

connection number increases when a new connection is 

dispatched to it and decreases the number when 

connection finishes or timeout happens.  

Active Monitoring principle [30] manages the load among 

available VM's in a way to even out the number of active 

tasks on each VM at any given time. Figure 2.3 shows the 

processes involved in the active monitoring principle.  

 

Procedure Active_Monitor(N, R) 

/* N – Number of VMs; R – Requests; */ 

Output: Request assignment 

1. repeat 

2. find the available VM. 

3. check for all current allocation count is less than the 

max length of VM list and allocate the VM. 

4. if available VM is not allocated, create a new one. 

5. count the active load on each VM. 

6. return the ID of those VM which is having least load. 

7. allocate the request to one of the VM. 

8. if a VM is overloaded then distribute some of its work 

to the VM having least work so that every VM is equally 

loaded. 

9. receive the response to the request sent and then allocate 

the waiting requests from the job pool / queue to the 

available VM & so on. 

10. until all the requests are served; 

 

In the task scheduling principle [31], two-level task 

scheduling mechanism is carried out to meet dynamic 

requirements of users as well as to obtain high resource 

utilization. It achieves load balancing by first mapping 

tasks to virtual machines and then the virtual machines to 

host resources, thereby improving the task response time, 

resource utilization and overall performance of the Cloud 

computing environment.  
 

Biased random sampling [32] is a distributed and scalable 

load balancing approach that uses random sampling of the 

system domain to achieve self-organization thus balancing 

the load across all nodes of the system. A virtual graph is 

constructed that represents the load on the server. Each 

server is symbolized as a node in the graph with each in 

degree directed to the free resources of the server. This 

principle is fully decentralized thus making it apt for large 

network systems like Cloud. This work contributed a 

novel approach using parallelism, shared state, and lock-

free optimistic concurrency control. 
 

Min-Min algorithm [33] begins with a set of all 

unassigned tasks. First, minimum completion time for all 

tasks is found. Among this set, a minimum value is 

selected which is the minimum time among all the tasks 

on any resources. According to that minimum time, the 

task is scheduled on the corresponding machine. Then the 

execution time for all other tasks is updated on that 

machine by adding the execution time of the assigned task 

to the execution times of other tasks on that machine. The 

assigned task is then removed from the list of the tasks that 

are to be assigned to the machines. The same procedure is 
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followed until all the tasks are assigned to the resources. 

But this approach has a major drawback. It can lead to 

starvation.  
 

Max-Min algorithm [34] is also same as the min-min 

algorithm except the following: after finding out minimum 

execution times, the maximum value is selected which is 

the maximum time among all the tasks on any resources. 

Then, according to that maximum time, the task is 

scheduled on the corresponding machine. Then the 

execution time for all other tasks is updated on that 

machine by adding the execution time of the assigned task 

to the execution times of other tasks on that machine. The 

assigned task is then removed from the list of the tasks that 

are to be assigned to the machines. 
 

The objective of the branch and bound token routing 

algorithm [35] is to minimize the system cost by moving 

the tokens around the system. In a scalable Cloud system, 

agents cannot have enough information about distributing 

the workload due to communication bottleneck. So the 

workload distribution among the agents is not fixed. The 

drawback of the token routing algorithm can be removed 

with the help of heuristic approach of token based load 

balancing. This algorithm provides fast and efficient 

routing decision. 

 

VI. CONCLUSION 

 

This paper presented the essence of various request 

scheduling principles from literature and the gaps found in 

the literature for further researches are summarized as 

follows: 
 

i. There is a wide scope for designing scheduling 

techniques suited for large-scale distributed 

environments.  

ii. A technique which is adopted in a particular 

architecture cannot be used as such for another since 

the scenario and the parameters are unique.  

iii. Based on the objective function of the system, 

amendments to the existing principles can result in the 

emergence of new scheduling principles. 

iv. Cloud cannot be generalized with a generic 

scheduling principle. There is a need to design 

customized principles for its different service models 

as well as for the varied services. 

v. The literature on heterogeneous resources 

management in large-scale distributed management is 

scarcely available.  

vi. There is a scope for developing weighed nodes 

scheduling principles based on statistical methods. 

vii. There is a need for methods that assigns a weight for 

each server in a cluster as well as enumerates the 

number of requests it can process. 

viii. There is a need for customer preference analysis 

methodologies incorporated in customer centered 

business offerings like a Cloud computing model. The 

literature survey reveals only a few contributions in 

that direction. 

ix. Setting up and experimenting the researches in real 

time large-scale computing environments will be a 

costly affair. Hence, there is a need for simulators. 
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